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Figure 1. Our power measurement station connected to an iPhone 4S.

Abstract

Energy and power efficiency are becoming important topics within the graphics community. In this paper, we present a simple, straightforward method for measuring per-frame energy consumption of real-time graphics workloads. The method is non-invasive, meaning that source code is not needed, which makes it possible to measure on a much wider range of applications. We also discuss certain behaviors of the measured platforms that can affect energy measurements, e.g., what happens when calling `glFinish()`, which ensures that all issued graphics commands are finished executing. Measurements are done both on a smartphone and on CPUs with integrated graphics processors.
1. Introduction

The topic of both power and energy efficiency is increasingly important. It is recognized as a crucial design point for several reasons. Not only is the number of computing devices that are powered by batteries increasing, but heat dissipation, and thus power, is becoming one of the major design constraints for computer chips [Borkar and Chien 2011; Esmaeilzadeh et al. 2011].

Much work has been devoted to designing energy-efficient hardware and optimizing on a hardware level by, for example, performing operations with lower precision [Pool et al. 2008; Pool et al. 2011b; Pool et al. 2011a], power-gating, i.e., by turning off parts of the chip [Wang et al. 2011; Pool et al. 2011a], dynamic voltage and frequency scaling (DVFS) [Mochocki et al. 2006], or evolving the memory hierarchy [Fromm et al. 1997]. Even if some work advocates programmer input [Pool et al. 2010], the main focus is still on hardware implementation.

Other work is focused on writing rendering software optimized for energy usage [Collange et al. 2009; Johnsson et al. 2012; Koduri 2011; Ma et al. 2013; Ribble 2012], suggesting that programmers should optimize for power and energy in combination with rendering times. Pool et al. [2010] and Johnsson et al. [2012] showed that it is not sufficient to measure at rendering times alone as an indicator for energy efficiency, since different algorithms can have similar rendering times, but substantially different energy consumption. Thus, it is necessary to also measure the power usage to accurately evaluate the energy used by an algorithm. Another path of research is to statistically model the power usage, as done by Nagasaka et al. [2010] and Pool et al. [2010].

However, there has been no real discussion or comparison of the measurement methods. After measuring power and energy efficiency in several projects, we have gathered advice for accurately measuring energy consumption using a simple method. Compared to our own previous method [Johnsson et al. 2012], we present and evaluate a simpler method, which avoids blocking the rendering thread, and is non-invasive. We also study the effects of blocking, to ensure that all submitted commands are executed until completion, and rendering a number of initial frames to achieve a steady state for the application before measuring commences. Detailed power measurements on both a mobile phone and on PCs with integrated GPUs are presented.

Similar to our previous method [Johnsson et al. 2012], the end result is per-frame energy measurements. Measuring over a number of frames to achieve a mean energy is easier and more straightforward; however, separating the energy on a per-frame basis is often beneficial, since it enables the possibility to correlate energy to other data collected per-frame and also to find bottlenecks and anomalies on a per-frame basis.
2. Hardware Setup

We have performed our measurements on either an iPhone 4S with a PowerVR SGX 543MP2 GPU, a PC with an Intel i7 3770k with an Intel HD4000 integrated GPU, or on a PC with an Intel i7 4850HQ with an Intel Iris Pro integrated GPU. The device is connected to a measurement station (Figure 1), similar to the one used by Johnsson et al. [2012], which is using two shunt current sensors that can accurately measure current up to 1 A for the iPhone 4S and through a Hall effect current sensor for the PC. Measurements on the iPhone are fed from a custom power supply with a known voltage of 3.9 volts. However, on the PC, as the ATX specification has a ±5% error tolerance, we simultaneously measure the voltage as well.

For the iPhone 4S, we intersect the current where the power supply connects to the battery. For the Intel i7 3770k, we intersect at the ATX +12 V power connector, which supplies the CPU with power, and for the Intel i7 4850HQ we intercept all current and voltage supplied to the motherboard. As a result of intersecting the power at different points, the measurements on each platform include different parts of that platform. This may need to be considered when drawing conclusions. During all measurements, we had the iPhone in airplane mode, i.e., all transmitting hardware was shut off. We also shut off the adaptive screen brightness and set the brightness to its lowest setting.

3. Measuring Method

Our previous method for measuring per-frame energy inserted timestamps at the beginning of each frame, and called glFinish() at the end, which blocked the rendering thread until all rendering commands were finished, so that only work done with respect to that particular frame was measured [Johnsson et al. 2012]. This may have some benefits, for example, if you are interested in only the energy for all the work done for a particular frame. In fact, something like this must be done if an architecture interleaves work over several frames, and if no energy from previous or future frames are to be included in the current frame’s energy. For example, the Larrabee software rasterizer [Seiler et al. 2008] interleaved work over frames, and early mobile phone graphics architectures [Beets 2005] interleaved vertex shading (current frame) and pixel shading (previous frame) in sort-middle architectures.

However, in many cases, measuring from the start of one frame to the start of the next frame generates much more realistic energy consumption values, since that is how rendering is done most of the time, i.e., without blocking until all commands have finished executing and including interleaving effects (if any).

In the next section, we present a very simple method for measuring per-frame energy consumption by a real-time graphics application. The input is regularly spaced power measurements and a set of timestamps, either generated from the measured application or detected in the power measurements.
Figure 2. Our new method is illustrated here, with timestamps at the beginning of each frame. The integrated energy is from one frame’s timestamp to the subsequent frame’s timestamp. As can be seen, this also includes the idle energy when no rendering is done.

3.1. Our Method

Our new method records a timestamp at the beginning of each frame and integrates the power until the beginning of the next frame’s timestamp. It, therefore, guarantees that no energy is unaccounted for during a sequence of frames, and it also includes possible effects from algorithms exploiting inter-frame coherency. A schematic of the method can be seen in Figure 2.

For workloads where the source code is not available, it is possible to detect the beginnings of the frames in a semi-automatic way, by searching for features on the curve. In most rendering workloads, it is easy for humans to visually detect the beginning of each frame. An example is shown in Figure 3. We have developed software

Figure 3. Two subsequent frames measured during a rendering on an Intel i7 3770k with the framerate capped to 30 frames per second. Note that the signature of the beginning of both frames are quite similar. By letting the user mark the beginning of one frame, an automatic search for the rest of the frame starts can be done.
that, given a manually selected sample, records a window of samples around it. It then searches the entire curve and marks samples with similar surroundings as the recorded window by comparing the summed square distance between the curves. As there most often are several subsequent samples where the surrounding is sufficiently similar, it is necessary to find a limited segment of the curve where the samples similarity is below a threshold and find the local minimum. As the characteristics of the frames can alter over the course of the rendering, it is often required to mark frame starts at different parts of the rendering and perform multiple searches.

We have been able to mark frames on a large collection of measurements with different configurations and from different applications. For PC platforms, it greatly simplifies the search if V-sync is enabled; however, for most cases, it is still possible to find frame starts with V-sync disabled. Figure 4 shows a power curve covering three frames, which are from a rendering of the Heaven benchmark by Unigine with V-sync disabled. For the most difficult cases, semi-automatic search is not possible. Our advice then is to enable V-sync, which is usually possible without changing the source code. For some difficult cases, it is still possible to find distinct features repeated in each frame. However, integrating between those features will provide an approximate result, since the distinct features may be offset from the frame start. In this case, our advice is to either accept the approximate result and avoid basing conclusion on frames close to abrupt energy changes, or enable V-sync.

The described technique is non-invasive since no source code is needed (so that timestamps can be generated and saved), and it makes it possible to measure energy consumption on many more applications. If source code is available, however, we can still insert our own timestamps.
3.2. Discussion

We also tried two other methods, which were less successful. One was a generalization of our previous method [Johnsson et al. 2012], where the same frame was rendered \( r \) consecutive times. The flush at the end was still used, but with higher values on \( r \), the energy converged to the same as our new method. In another attempt, we tried to use \( b \) warm-up frames, followed by a timestamp, and then another \( r \) frames, followed by an ending timestamp at the beginning of a trailing frame. To get one measurement for one frame, \( b + r + 1 \) frames were rendered. Some architectures may also detect inter-frame coherency, and either reuse calculations between frames when possible or avoid costly memory transactions [Han et al. 2009]. Note that for both of these methods, these optimizations will likely increase their level of success, which can skew the results. Also, both methods needed many more frames of rendering compared to our new method, which made them more time consuming.

4. Test Workloads

The rendering workload we used for our test on the iPhone 4S is a synthetic scene, consisting of between 23 and 62 geometric objects per frame. Each object is a pre-tessellated quadrilateral with 2048 triangles. We render a sequence of 24 frames, and the framerate is capped to 30 frames per second. The vertex shader performs three \( 4 \times 4 \) matrix-vector multiplications, and the fragment shader performs two independent texture lookups, a dot product, and a normalization. We use two \( 256 \times 256 \) RGB textures, sampled with linear minification and magnification filtering without mipmap.

The main rendering workload used on PC is a camera path running through the Sponza scene, with 32 spotlights accumulated in a single rendering pass using forward rendering. It is capped at 30 frames per second and has been measured both with each frame ending with a blocking call to \texttt{glFinish()} to ensure that all rendering is finished, and without blocking. To show our ability to measure on real-world applications, we have also measured on the Heaven benchmark by Unigine. For our synthetic iPhone 4S application, we record timestamps in the application and synchronize them with the power curve. For our PC applications, both the Sponza scene and the Heaven benchmark, we detect the beginnings of the frames as described in Section 3.1.

5. Observations

A set of important observations that we have made during several projects involving power and energy measuring for graphics workloads are presented in this section.
5.1. Application Launch

To get accurate results, we first note that it is important to avoid basing conclusions on the first few seconds after an application is launched. This is necessary since some platforms appear to have an increased energy consumption during that period. As seen in Figure 5(c), the difference between measuring immediately after launch, or waiting for the platform to settle, can be significant. This can also be seen in Figure 7(c), where our method, close to application launch has a rendering power and an idle
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(a) A sequence of 9 frames, showing the power drop after a number of initial frames on an iPhone 4S.
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(b) Rendering a number of identical frames on an Intel i7 3770k, showing that the energy settles after a few frames of rendering.
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(c) Energy consumption on an iPhone 4S with different number of initial frames.

**Figure 5.** (a) A sequence of frames showing a sudden drop in power, that occurs a number of frames after the application is launched. Blue lines are added to ease comparison at both the idle level and top plateau level after the drop. (b) A sequence of identical frames on an Intel i7 3770k, measured directly after application launch, shows that the application settles after a few frames. (c) Mean per-frame energy for renderings on an iPhone 4S as a function of the number of disregarded initial frames. As can be seen, it is necessary to disregard about 48 frames after the application launch.
power that is approximately 0.05 W above the power obtained using our method with a frame measured a few seconds after the application is launched (left). According to our measurements, the number of frames with an increased power is around 48 on an iPhone 4S (see Figure 5(c)). As the decrease in power is sudden (see Figure 5(a)), it is likely a result of a state change in the system on a chip, e.g., in its voltage and frequency scaling [Mochocki et al. 2006]. On an Intel i7 3770k, it is not necessary to perform more than a few frames for the application to settle. This can be seen in Figure 5(b), where a sequence of frames, directly after the application launch and with identical graphics workload, have been rendered and measured.

5.2. Effects of Pipeline Flushing

In Figure 6, we compare our new method (Section 3.1) and our previous method [Johnsson et al. 2012]. These methods differ in two ways. First, the previous method measures from the beginning of a frame until the frame has finished rendering. Our new method measures from the beginning of the frame until the beginning of the next frame. As a result, when using the previous method, the idle energy in between frames is not accounted for, and hence, the total energy of an entire rendering cannot be obtained by using a sum over per-frame energies. This is, however, possible with our new method, and this is usually what is desired.

The other difference is that the previous method calls glFinish() before recording the second, ending timestamp. glFinish() blocks until all commands submitted to the GPU have finished, which ensures that all rendering is performed before
Figure 7. Power measurements of frame 9 in the synthetic scene on an iPhone 4S. (a) A frame after the application has settled; (b) a frame rendered soon after application launch; (c) a frame ended with `glFinish()`, as in the method used by Johnsson et al. [2012]. Note that directly after the application launch, both the idle power between frames and the rendering power is approximately 0.05 W above the power of an identical frame after the application has settled. Horizontal blue lines, at the level of idle power and the plateau power level of our new method, are added to all three graphs, to aid the comparison. When calling `glFinish()` between frames, the idle power is the same as the idle power using our new method after the application has settled. However, the rendering power is significantly higher. The observable rendering times for all three frames are nearly identical.

However, our measurements on an HD4000 graphics processor, both with and without `glFinish()`, revealed that there is very little difference. In our renderings with a capped frame rate, the mean energy per frame is 629.73 mJ with a pooled standard deviation of 21.07 mJ using `glFinish()`, and without flush, we obtain 630.18 mJ as mean energy per frame with a pooled standard deviation of 19.02 mJ. The difference in mean energy is 0.45 mJ, which is substantially lower than the pooled standard deviation, and hence a flush does not affect the measurements significantly.

Note also the small spikes at the end of the frames in Figure 7. These spikes are a semi-regular feature occurring on an iPhone 4S, where one spike occurs approximately 33 ms apart. However, the frequency differs slightly from the capped frequency of the rendering, and thus the spikes are not occurring at the same position within the frames. There are also spikes of this size that have no observable frequency or pattern. This is, with a high probability, impact from the operating system. However, as they have a relatively small impact on the measured energy (approximately
0.2 mJ per spike), and they usually occur 1 – 2 per frame, the impact on the measurements is of no major concern. It is important not to base any conclusions on the placement or quantity of spikes in the presented frames, as they are both equally common within all methods and are irregularly positioned within the frames.

5.3. Operating System Interference

We also studied the standard deviation on the iPhone 4S as a function of the number of repeated measurements. Sometimes, we saw that the standard deviation increased abruptly even though the number of repeated measurements increased. Investigating this more closely, we saw that there were outliers that stretched over several frames in each measurement it occurred. Examples of such frames can be seen in the top of Figure 8, where the upper left is a normal frame and the upper right has an outlier.

Figure 8. Top: standard deviation (blue curve) as a function of the number of performed measurements. Note that both figures use the same measurements, but represent different frames in the sequence. Top left: standard deviation slightly decreasing with more measurements. Top right: a decreasing standard deviation followed by a rapid increase as a result of an outlier. Bottom left: power curve from the iPhone 4S while it is not running any application. These spikes, with an approximate duration of 90 ms, occur every five seconds. Bottom right: each frame is supposed to be identical, however, a spike (bottom left) occurs in the middle and is overlaid on top of the graphics power. As the duration of the spike is approximately 90 ms, it affects 3-4 frames at 30 fps. Those spikes are the root cause of standard deviation increases (top right).
Examining the actual power curves of these measurements, we discovered groups of frames with a significantly higher power signature, seen in the bottom right of Figure 8. In the bottom left part of the same figure, we show a power measurement on the iPhone 4S without any applications running. As can be seen, similar behavior (distinct spikes) were measured. These spikes occur exactly five seconds apart.

Similarly, there are frames and series of frames when running on Intel i7 3770k, where the power or rendering time, and sometimes both, are substantially higher. However, there is not an easy pattern to distinguish, as on the iPhone 4S.

There are several methods to handle these outliers, depending on the purpose of the measurement. If the sought energy is the actual energy used when rendering, the outliers represent real energy usage that should be included. In that case, more measurements might be needed to get a stable result. If the purpose of the measurement is to isolate the actual graphics algorithm, it is possible to detect frames with unacceptably high standard deviation, identify the outlier, and exclude it from the measurement.

6. Conclusion

We have described a method which we have used extensively in our research, for measuring per-frame energy consumption for graphics workloads. The method consists of three straightforward steps:

1. Record power at a high frequency;
2. Find or sync a set of frame beginnings in the measured power recordings;
3. Integrate between frame beginnings to obtain per-frame energy.

Also, based on our experience with measuring energy, we have formed a set of best practices to avoid the pitfalls we ran into. These best practices include

- Know your platform;
- Avoid changes to the measured workload;
- Disregard the first few seconds of the workload;
- Be aware that the operating system might interfere.

Depending on the platform, changes to the software can have substantial effect on the energy consumption, for example, we have discovered that using `glFinish()`, as a mean for isolating the consumption of a single frame, raises the power consumption. General advice is to avoid changing the software at all, if possible, as it is hard to ensure that a change does not affect the power consumption. Our method does not depend on changes to the software. We have also experienced that on some platforms,
applications have a higher power for a brief period after launching. If the expected result is the general rendering power for an algorithm or applications, it is advisable not to measure, or not to base conclusions on, the first seconds after launch. In addition, we have also observed that the operating system can start some process that also substantially increases the measured energy.

However, these are only the pitfalls we have encountered. The most important advice is to get to know the measured platform, as that is the only way to avoid pitfalls that have not yet been encountered.
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